
Send Orders for Reprints to reprints@benthamscience.ae

196 The Open Cardiovascular Medicine Journal, 2016, 10, 196-200

1874-1924/16 2016  Bentham Open

The Open Cardiovascular Medicine
Journal

Content list available at: www.benthamopen.com/TOCMJ/

DOI: 10.2174/1874192401610010196

RESEARCH ARTICLE

Insights  in  Hypothesis  Testing  and  Making  Decisions  in  Biomedical
Research

Varin Sacha1 and Demosthenes B. Panagiotakos2,*

1Collège de Villamont, Lausanne, Switzerland
2School of Health Science and Education, Harokopio University, Athens, Greece

Received: December 2, 2015 Revised: February 22, 2016 Accepted: March 5, 2016

Abstract: It is a fact that p values are commonly used for inference in biomedical and other social fields of research. Unfortunately,
the role of p value is very often misused and misinterpreted; that is why it has been recommended the use of resampling methods,
like the bootstrap method, to calculate the confidence interval, which provides more robust results for inference than does p value. In
this review a discussion is made about the use of p values through hypothesis testing and its alternatives using resampling methods to
develop confidence intervals of the tested statistic or effect measure.
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BRIEF HISTORY OF HYPOTHESIS TESTING

At first it has to be clarified that a "significance test" is different to a "hypothesis test". Many textbooks, especially
in social and biomedical sciences, mix these two approaches to a logically flawed mishmash, which is referred as "null-
hypothesis significance test". However, null-hypothesis significance test is a combination of ideas developed in the
1920s and 1930s, primarily by Ronald Fisher (1925) and Jerzy Neyman & Egon Pearson (1933) [1]. These two testing
approaches  are  not  philosophically  compatible  even  if  they  are  technically  related.  Fisher  developed  tests  of
significance  as  an  inferential  tool.  The  main  reason  was  to  walk  away  from the  subjectivism inherent  to  Bayesian
inference (i.e., namely in the form of giving equal prior probabilities to hypotheses) and substitute a more objective
approach.  However,  Fisher’s  tests  also  depend  on  two  other  important  elements:  research  methodology  (Fisher
pioneered experimental control, random allocation to groups, etc.) and small samples. Neyman & Pearson liked Fisher’s
approach, although lacked a strong mathematical foundation. As their theory progressed, the approach stopped being an
improvement on Fisher’s approach and became a different approach. The main differences between Fisher and Neyman
& Pearson approaches are both philosophical and technical. Philosophically, Neyman and Pearson’s approach assumes
a known hypotheses, and it is based on repeated sampling from the same population, focuses on decision making, and
aims  to  control  decision  errors  in  the  long  run.  Thus,  it  can  be  considered  as  less  inferential  and  more  deductive.
Technically, Neyman and Pearson’s approach uses Fisher’s tests of significance, but also incorporates other elements,
like  effect  sizes,  Type  II  errors,  and  the  power  of  the  statistical  test.  Neyman  and  Pearson  also  incorporated  other
methodological improvements, such as random sampling [2 - 15].

Significance test and hypothesis test are based on the assumption of a (statistical) null hypothesis, i.e., a statement
that  there  is  no  relationship,  e.g.,  no  difference  between treatment  effects  on  an  outcome.  This  is  a  mere  technical
requirement giving a statistical context that is required to apply probabilistic calculations. In reference to the approach
suggested by Fisher, a "significance test" considers only the null hypothesis and gives a p value which is a continuous
empirical  measure  of  the "significance of the results" (given  the  considered  null  hypothesis). This  measure  has  no
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particular meaning and it is not calibrated to some kind of relevance. It is just a value between 0 and 1, referring on how
likely is to observe "more extreme results" given the null hypothesis. According to the approach suggested by Neyman
& Pearson, a "hypothesis test" is actually a test about an alternative hypothesis, which refers to a "minimally relevant
effect" (and not about "some non-zero effect" as the null hypothesis). These tests are designed to control error-rates and
allow a balance on the expected cost/benefit ratios that are associated with the actions taken based on the test results. To
perform such tests, it must be specified a minimally relevant effect and also acceptable error rates. After the experiment
or the study is conducted, the decision is actually about rejecting (or not) a hypothesis. So either the "null hypothesis" is
not rejected, which means that the assumed effect was not relevant, or the alternative hypothesis is accepted, which
means that the effect was relevant. Note that there is no point where the "truthfulness" of an effect is discussed. This
does not matter in statistical hypothesis testing. The only thing that matters is what actions are taken based on an effect
that is considered relevant [2 - 15].

Major Problems Using the p Values as Result of a Hypothesis Test

Many investigators, in various research fields refer to Neyman & Pearson hypothesis tests and their associated p
values. Indeed, the p value is a widely used tool for inference in studies. However, despite the numerous books, papers
and other scientific literature published on this topic, there still seems to be serious misuses and misinterpretations of
the p value. According to Daniel Goodman, "a p value is the right answer to the wrong question" [1]. A summary is
given by Joseph Lawrence that presented at least four different major problems associated with the use of the p values
[16]:

"P values are often misinterpreted as the probability of the null hypothesis, given the data, when in fact they are1.
calculated assuming the null hypothesis to be true."
"Researchers  often  use  p  values  to  “dichotomize”  results  into  “important”  or  “unimportant”  depending  on2.
whether  p  is  less  or  greater  than  a  significance  level,  e.g.,  5%,  respectively.  However,  there  is  not  much
difference between p-values of 0.049 and 0.051, so that the cut off of 0.05 is considered arbitrary."
"P values concentrate attention away from the magnitude of the actual effect sizes. For example, one could have3.
a p value that is very small, but is associated with a clinically unimportant difference. This is especially prone to
occur in cases where the sample size is large. Conversely, results of potentially great clinical interest are not
necessarily ruled out if p > 0.05, especially in studies with small sample sizes. Therefore, one should not confuse
statistical significance with practical or clinical importance."
"The null hypothesis is almost never exactly true. In fact it is hard to believed that the null hypothesis, Ho: µ = µ,4.
is correct! Since the null hypothesis is almost surely false to begin with, it makes little sense to test it. Instead, it
should rational to start with the question “by how much are the two treatments different?"

There are so many major problems related to p values that most statisticians now recommend against their use, in
favour of, for example, confidence intervals. In a previous publication entitled “The value of p-value in biomedical
research” alternatives for evaluating the observed evidence were briefly discussed [17]. Here, a thorough review on
hypothesis testing is presented.

Hypothesis Testing Versus Confidence Intervals

Researchers from many fields are very familiar with calculating and interpreting the outcome of empirical research
based solely on the p value [18]. The commonly suggested alternative to the use of the hypothesis tests is the use of
confidence intervals [19 - 26]. As it has been suggested by Wood (2014), “the idea of confidence intervals is to use the
data to derive an interval within a specified level of confidence that the population parameter will lie with confidence"
[19]. Two-sided hypothesis tests are dual to two-sided confidence intervals. A parameter value is in the (1-α)x100%
confidence interval if-and-only-if the hypothesis test whose assumed value under the null hypothesis is that parameter
value accepts the null at level α. The principle is called the duality of hypothesis testing and confidence interval [20].
Thus, there is a one-to-one relationship between one-sided tests and one-sided confidence intervals. In addition, there is
an exact relationship only if the standard error used in both the confidence intervals and the statistical tests, is identical.

However, many statisticians nowadays avoid using any hypothesis tests, since their interpretations may vary and the
derived p values cannot, generally, be interpreted in meaningful ways. Moreover, it is adopted that by calculating the
confidence interval, researchers may have “insights” to the nature of their data and the evaluated associations, whereas
p values tell absolutely nothing. Criticism against hypothesis testing, dating for most of them more than 50 years ago,
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suggests that "they (hypotheses tests) are not a contribution to science" (Savage, 1957 in Gerrodette, 2011, p. 404) or "a
serious impediment to the interpretation of data" (Skipper & et al., 1967, in Gerrodette, 2011, p. 404), or "worse than
irrelevant"  (Nelder,  1985 in  Gerrodette,  2011,  p.  404)  or  "completely  devoid of  practical  utility"  (Finney,  1989,  in
Gerrodette, 2011, p. 404) [1].

Nevertheless,  and  despite  all  the  criticism,  the  hypothesis  tests  and  their  associated  p  values  are  still  widely
prevalent.  According  to  Lesaffre  (2008)  [21],  it  is  important  to  note  that  a  95%  confidence  interval  bears  more
information  than  a  p  value,  since  the  confidence  interval  has  a  much  easier  interpretation  and  allows  better
comparability of results across different trials. Moreover, in meta-analyses, the confidence interval is the preferred tool
for making statistical inference. According to Wood (2104) [19], a (1-α)x100% confidence interval provides directly the
strength of the effect, as well as the uncertainty due to sampling error, in an obvious way by providing the width of the
interval. The information displayed is not trivial or obvious like the NHST conclusions may be, and misinterpretations
seem far less likely than for NHSTs. Thus, the use of the confidence intervals has the potential to avoid many of the
widely acknowledged problems of NHSTs and p  values [19]. Moreover, several high-impact journals, especially in
health sciences and other fields, as well as Societies (e.g., American Psychological Association’s (APA) Task Force on
Statistical Inference (TFSI)) have strongly discouraged the use of p values to prefer point and interval estimates of the
effect  size  (i.e.,  odds  ratios,  relative  risks,  etc),  instead  of  p  values,  as  an  expression  of  uncertainty  resulting  from
limited sample size and also encouraging the use of Bayesian methodology [21 - 22]. It is not surprising to note that, a
century following its introduction many researchers still poorly understand the exact meaning of p value, resulting in
many miss-interpretations [17].

Advantages of The Confidence Interval Versus p Value

It  is  now  common  belief  that  researchers  should  be  interested  in  defining  the  size  of  the  effect  of  a  measured
outcome, rather than a simple indication of whether it is or not statistically significant [23]. On the basis of the sample
data,  confidence intervals present a range of alternative values in which the unknown population value for such an
effect is likely to lie. Indeed, confidence intervals give different information and have different interpretation than p
values, since they specify a range of alternative values for the actual effect size (since they present the results directly
on the scale of the measurement), while p values don't. Moreover, confidence intervals make the extent of uncertainty
salient,  which a p value cannot do. Since the mid 1980’s,  Gardner & Altman suggested that "a confidence interval
produces a move from a single value estimate - such as the sample mean, difference between sample means, etc – to a
range of values that are considered to be plausible for the population" [24].

Resampling Techniques

It is known from basic statistics that many statistical criteria (e.g., t-test) are asymptotically normally distributed, but
the normal distribution may not be always a good approximation to their actual sampling distribution in the empirical
samples  derived  from  experiments,  clinical  trials  or  observational  surveys.  Indeed,  the  validity  of  the  traditional
statistical inference is mostly based on a theorem known as the Central Limit Theorem, which stipulates that, under
fairly general conditions, the sampling distribution of the test statistic can be approximated by a normal distribution or
under more limited assumptions by the t- or chi-square distributions. Based on these assumptions confidence intervals
and p values are then calculated; however, with a considerable level of doubts and concerns.

The point of resampling method is to not rely on the Gaussian assumptions. Resampling is a methodology suggested
in early 1940s in order to estimate the precision of statistics, like means, medians, proportions, odds ratios, relative
risks,  etc.,  by  using k-subsets  of  size  m (<  n)  of  the  originally  collected  data  (i.e.,  jackknife  method)  or  drawing a
random  set  of  data  with  replacement  from  the  original  set  (i.e.,  bootstrap  method).  Indeed,  when  the  Gaussian
assumptions are not true, the validity of the classical inferential statistics tends to be undermined. It is in these situations
that  the  resampling  methods  really  come  to  the  rescue.  The  main  idea  of  resampling  is  to  obtain  an  empirical
distribution  of  the  test  statistics  based  on  what  it  is  observed  and  use  it  to  approximate  the  true,  but  unknown,
distribution of the test statistic. An important advantage of this approach is that it could be applied for many statistics
(e.g., means, median, etc.) and effect size measures (e.g., correlation coefficients, odds ratios, relative risks, etc.) with
the use of computer software. Specifically, there are different types of resampling methods, i.e., bootstrap, jackknife,
cross-validation  (also  called  rotation  estimation  and  permutation  test,  or  randomization  exact  test).  In  classical
parametric  test  the  observed  statistics  are  compared  to  the  theoretical  sampling  distributions,  while  in  resampling
methods we start from theoretical distributions, which makes them innovative approaches [25]. Among all resampling
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methods,  bootstrap  is  certainly  the  most  frequently  used  procedure  [26].  So,  the  resampling  methods  can  be  a
substantial  improvement  over  the  traditional  inference,  since  a  confidence  interval  for  the  true  value  of  unknown
statistic  or  effect  size measure has a  much more concrete interpretation than has the p value from a statistical  test,
although there is still no guarantee.

However, at this point it should be mentioned that it is often the sampling distribution of various effect sizes to be
highly skewed, thus, the traditional confidence intervals will not work well, since they will always be skewed, too.
Symmetrical confidence intervals are appropriate for a few things such as means and linear regression coefficients, but
they are inappropriate for many other measures [27]. So, it is better not to assume a symmetric confidence interval for a
measure  of  association,  and  to  start  from  the  assumption  that  they  are  not  normally  distributed.  The  empirical
distribution  derived  for  example  from  the  bootstrap  method  does  not  assume  that  the  distribution  is  symmetrical.

CONCLUSION

In conclusion, it could be recommend for inferencial purposes, to present the results from studies using confidence
interval  of  the  statistics  and  effect  size  measures  of  interest,  rather  than  hypothesis  test  and  its  associated  p value.
Moreover,  depending  on  the  statistics  of  interest,  bootstrap  techniques  or  another  resampling  methods  are  also
recommended,  because these techniques are independent  of  the shape of  the underlying distribution and can easily
performed using software.
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